
IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 15, NO. 4, APRIL 2016 2859

Coping With Emerging Mobile Social Media
Applications Through Dynamic Service

Function Chaining
Tarik Taleb, Senior Member, IEEE, Adlen Ksentini, Senior Member, IEEE, Min Chen, Senior Member, IEEE,

and Riku Jantti, Senior Member, IEEE

Abstract—User generated content (UGC)-based applications
are gaining lots of popularity among the community of mobile
internet users. They are populating video platforms and are shared
through different online social services, giving rise to the so-called
mobile social media applications. These applications are charac-
terized by communication sessions that frequently and dynami-
cally update content, shared with a potential number of mobile
users, sharing the same location or being dispersed over a wide
geographical area. Since most of UGC content of mobile social
media applications are exchanged through mobile devices, it is
expected that along with online social applications, these content
will cause severe congestion to mobile networks, impacting both
their core and radio access networks. In this paper, we address the
challenges introduced by these applications devising a complete
framework that 1) identifies such applications/sessions and 2) ini-
tiates multicast-based delivery (or offload through WiFi) of the
relevant content. The proposed framework leverages the network
function virtualization (NFV) paradigm to dynamically integrate
its functionalities to the operators’ service function chaining (SFC)
process, allowing fast deployment and lowering both capital and
operational expenditures (CAPEX and OPEX) of the mobile oper-
ators. The performance of the proposed framework is evaluated
through mathematical analysis and computer simulations, taking
Twitter-like social applications as an example.

Index Terms—Social media networking, network function
virtualization, service chaining, evolved packet system, EPS, and
mobile network.

I. INTRODUCTION

T HE EMERGENCE of nearly-ubiquitous mobile data con-
nectivity is revolutionizing the way people live, work,

interact, and socialize. Social network applications are in
the heart of this social revolution and have been attracting
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ever-increasing interest from users. Social network platforms
(e.g., Twitter and Facebook) or news tickers (e.g. CNN and
sport events) are known to be based on a one-to-many com-
munication paradigm, i.e., one entity posts a message of the
same content which is then received by many users that have
“subscribed” to this “news feed”. There are also many other
mobile web applications that involve the delivery of the same
content to multiple users being in the same location. These
applications offer location-based “check in” services. Notable
examples are Foursquare (1 million users), Facebook places,
Gowalla, Brightkite, Yelp, and Google’s Latitude. These appli-
cations allow users, particularly mobile users, to check in at
locations they visit as a way to find other friends, coordinate
gatherings and exchange content of common interest among
a “social network” of users. The problem today is that every
user establishes a point-to-point communication to the Web
server to request the HTML/XML data. While this solution
works fine for low-interest information (i.e., where only few
users are interested), for high-interest feeds (i.e., information
that are “followed” by many users in real-time) this solution
introduces a significantly high, and above all, unnecessarily
duplicate load on the mobile network, wasting mobile core net-
work resources and resulting in undesirable delays and poor
quality of experience (QoE) for users.

In this paper, we propose a complete framework to handle
the emerging social media networks and mobile applications
behaving in the above-described communication pattern. This
framework exploits the Service Function Chaining (SFC) [1]
of the mobile network domain, particularly when it is “vir-
tualized” as per the Network Function Virtualization (NFV)
paradigm [2], [3]. Hereby, virtualized SFC refers to having one
or multiple service functions, “implemented in one or more
software instances running on physical or virtual hosts”, being
applied to traffic flows using routing in a virtual network [4].
The proposed framework consists of two modules. The first one
identifies mobile web applications and services that are char-
acterized by a dynamic and frequent transmission/reception of
the same content by a group of users in the same neighbor-
hood. The application and service identification can be done
by calling the Data Packet Inspection (DPI) mechanism avail-
able at SFC and deploying it as a Virtualized Network Function
(VNF). The second module uses the data identification to apply
adequate policies to the relevant data flows. The applied poli-
cies can, for example, enforce a dynamic offload of the relevant
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data to a well-designated access network [5]. VNFs of the
offload points/gateways can be dynamically instantiated for
this purpose. Other policies could reroute data traffic of tar-
get mobile web applications/services through a proxy server
that may dynamically establish a multicast group (i.e., based
on any available multicasting technology such as Multimedia
Broadcast Multicast Service – MBMS [6]) for content that is
pushed to many User Equipment (UEs) and may trigger the
concerned UEs to join the relevant multicast group using one
or more suitable multicast technology [7]. For this aim, we pro-
pose adding a new SFC entity, preferably as VNF, which defines
relevant policies to apply and handles multicast procedure
establishment in the mobile domain.

In this research work, we particularly target online social
applications, characterized by the involvement of multiple ses-
sions with frequently and dynamically updated content, shared
in a push manner with a potential number of mobile users, shar-
ing the same location as in Foursquare or being dispersed over
a wide geographical area as in Twitter. It has been demonstrated
by different research work that many mobile social network
traffic has such characteristics [8]. Furthermore, in our analy-
sis, we use a model that is based on real Twitter traffic data.
Indeed, as shown in Fig. 8, we clearly confirm the findings in
[8], which show that social traffic arrivals follow a lognormal
distribution. This means that the traffic has a heavy tail but with
a peak of connections in the beginning, which is very realistic
as users click on the link to an information that got just posted.
However, the click number decreases not instantly but taking a
long period before reaching zero, which is well captured with
the heavy tail of the lognormal distribution.

The remainder of this paper is organized as follows.
Section II describes some related work on social-aware net-
work optimizations and portrays a general SFC architecture.
Section III details the proposed framework functionalities and
architecture. An analytical model based on Markov chains is
presented in Section IV. Simulation results are presented in
Section V. Section VI concludes this paper with a summary
recapping the main advantages of the proposed framework.

II. RELATED WORK

A. Social-Aware Network Optimizations

Several studies have been conducted to identify the traffic
generated by social network applications and its relation with
users’ behaviors. In [9], the authors concentrate on Twitter plat-
form in order to classify users and to identify their behaviors
and their geographic growth patterns. In [10], an empirical
model is used to study users’ behaviors and traffic patterns
in social networking services. A special focus was on validat-
ing the Zipf law assumption regarding the content popularity
in Youtube and Twitter. Another important aspect of online
social networks is the content spread among users accord-
ing to their social activities. In [11], the authors have studied
the impact of users’ re-tweets on information diffusion in
Twitter. An epidemic model was used in [12] to investigate
information propagation in social connections. Based on the
analysis done on traffic patterns and content propagation in
social networks, several research works have been conducted

to optimize network resources, particularly for content delivery
focusing on social-based data replication and caching. Research
works cited herein mainly focus on analyzing the behavior of
social application traffic and how to model it. The proposed
framework uses the outputs of these research works as a basis
for analyzing the performance of the proposed solutions.

Indeed, as in [13], replicating videos to different geographic
regions is an interesting solution to increase user’s QoE in
social video services. In [14], the authors proposed a social par-
tition and replication middleware in order that data of users’
friends are collocated in the same server. In [15], a social-media
partition was proposed to balance social load among servers. In
[16], the authors proposed a social-aware content replication
strategy using a hybrid edge-cloud and a peer-assisted archi-
tecture. The proposed replication strategy is based on three
replication indices, namely geographic influence index, content
propagation index – to indicate the way to cache video content
on the edge cloud, and social influence index – to indicate for
peers which videos to cache for their friends. Based on the fact
that social video services are coming from microblog recom-
mendations, another work in [17] proposed a proactive service
deployment of a video sharing system. Based on microblog
advertisement, the authors predict the upcoming video demand
and proactively react by pushing content of interest nearby
corresponding users. Most of the mentioned social-oriented net-
work optimization solutions are dedicated to content delivery.
However, mobile networks are highly affected by social net-
work traffic as an important portion of UGC is uploaded from
mobile devices. Besides considering caching as a solution, the
proposed framework considers also the use of multicast and
data offload techniques to further optimize the use of mobile
network resources.

To cope with mobile user generated content, some researches
have considered the concept of Delay Tolerant Networks (DTN)
for uploading user’s content to mobile networks, designing
different delay tolerant forwarding and data transferring algo-
rithms [18]. For example, in [19], it was observed that mobile
user generated content delivery is a user-behavioral problem, as
most content uploads occur at small number of locations (e.g.,
users’ home or work locations) with significant lag between the
content generation time and the content upload time. Based on
these observations, it was proposed that mobile user generated
content uploads shall happen at selective locations, called drop
zones, that are intelligently placed across the cellular network
taking into account deployment cost and daily movement pat-
terns of a large number of mobile users. In [20], usage patterns
of mobile data users in large 3G cellular networks were char-
acterized. It was found that most of the mobile users access
mobile data services occasionally, whereas only a few of heavy
users contribute to a majority of data usage in cellular networks,
that is due to usage of a small number of data-intensive mobile
applications, video browsing and streaming, and popular social
media sites. Similar to these research works (i.e. [18], [19] and
[20]), the objective of the proposed framework is to locally han-
dle the social application traffic. However, in addition to data
offload, we propose the use of multicast communications to
locally distribute the shared content among users.

In [21], flow-level dynamics of cellular traffic are studied,
proposing a ZIPF-like model and a Markov model to capture
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the volume distributions of application traffic and the volume
dynamics of aggregate Internet traffic, respectively. In [22], the
authors proposed a method for uplink distribution of live video
content by considering the popularity of the content, the video
characteristics and the available resources. In the proposed
solution, users are connected to a video portal, which gathers
the videos generated by users. The video portal is responsible
of ranking these videos according to their popularity and shares
this list with a central entity (evolved NodeB – eNB). The lat-
ter schedules and allocates radio resources among the users.
Focus on the impact of the over-the top video on cellular net-
works is provided in [23]. Unlike the above mentioned research
works (i.e. [21],[22]), we propose a framework of optimization
solutions at the application layer, which rely on the link layer
optimization techniques such as multicast. Indeed, the multicast
solution is established at higher layers but strongly depends on
the multicast capability of eNBs.

In [24], the characteristics of cellular HTTP-based traffic
are analyzed with respect to a group of applications, namely
those related to social, news, and video (e.g., Flickr, Google
Videos, WorldPress, YouTube, and Blogsport). Many observa-
tions were made about the size of wireless sessions, the number
of flows per wire-less sessions, the packet size used in wireless
sessions, and the temporal distribution of demands for mobile
services, in comparison to wireline networks. An important
observation pertains to the fact that inter-packet gaps differ sig-
nificantly among different service types, suggesting advanced
optimizations such as application-oriented handling of bearer
and terminal states, which is in line with the objective of this
paper.

B. Service Function Chaining

SFC is not a novel concept. It has been deployed by mobile
operators as well as fixed network operators for many years.
It simply consists of a set of network services, such as Deep
Packet Inspection (DPI), firewall, Intrusion Detection System
(IDS), and Network Address Translation (NAT), which are
interconnected through networks. In case of mobile networks,
SFC is located between the Packet Data Network Gateway (P-
GW) and the Packet Data Network (PDN) (e.g., Internet) in the
so-called SGi Local Area Network (SGi LAN). Fig. 1 shows the
current Long Term Evolution (LTE) architecture, namely the
Evolved Packet System (EPS), including the SGi LAN. SFC
is used to control and manage traffic coming from and going
into mobile networks. It is used to enforce operators’ policies
to optimize mobile traffic. For instance, an email service chain
would include virus, spam and phishing detection and would be
routed through connections ensuring no excessive delay. Web
traffic would be routed through a chain that includes virus scan-
ning and a Transmission Control Protocol (TCP) optimizer. The
chain created for video and voice traffic would include traffic
shaping so that traffic would be routed over links with the level
of delay and jitter guarantees ensured for each customer. For
video traffic, a chain would include video transcoding system
to adapt the video stream to the user context (e.g., screen, size,
and CPU).

The main weakness of the above mentioned architecture is
the difficulty to build a scalable and flexible SFC. Indeed,

Fig. 1. Conventional SFC architecture.

Fig. 2. Envisioned NFV-based SFC architecture.

deploying a service chain to support a new application requires
time and effort. Each service requires a special hardware
device, and each device has to be individually configured with
its own command syntax. Recent trends in Software Defined
Networking (SDN) and NFV open up new ways to deploy SFC
in a more efficient and scalable fashion; above all, on-demand
[1]. In [30], IETF has already started investigating new solu-
tions for virtualizing SFC based on the concept of NFV. With
this regard, it is worth stating that the SGi LAN architecture
(depicted in Fig. 2) we envision in this paper is based on the
SFC architecture, built on NFV, as defined in [30].

III. PROPOSED FRAMEWORK

As stated earlier, the proposed framework has two main
design goals; namely identifying traffic from mobile applica-
tions with frequently updated content sent to many users and
enforcing an adequate policy to cope with the congestion that
may be caused by the identified applications.

A. Social Traffic Identification Function

In the envisioned SFC-based architecture (Fig. 2), data iden-
tification takes place at the DPI NFV instance. This could be
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achieved by adding a new function dedicated to detect and
identify social network traffic, namely Social Traffic Detection
Function (STDF). Indeed, upon a trigger, UEs issue a HTTP
GET request to get a content common to all of them. These
HTTP GET requests are intercepted and analyzed by the DPI
function. Note that data identification and traffic detection could
be carried out at any point on the path between UEs and the
application server. For instance, it could be carried at a func-
tion collocated with a data anchor gateway (e.g., P-GW in
case of EPS). If these HTTP GET requests are issued at a fre-
quency higher than a predetermined threshold (i.e., inter-arrival
time between two consecutive HTTP GET requests from the
same UE is shorter than a certain threshold, and/or the num-
ber of HTTP GET requests from the same UE issued during
a particular time interval exceeds a certain threshold), STDF
qualifies/identifies the application relevant to the HTTP GET
requests as “an application with frequently and dynamically
requested content”. Alternatively, STDF can also monitor the
traffic sent to UEs and identify sessions that are delivered
to many UEs and send frequent content updates, based on
configurable thresholds.

Since STDF identifies requests/sessions that lead to the deliv-
ery of frequent content updates to many UEs (i.e., to more than
a predetermined number of UEs), STDF informs and forwards
the traffic to the Policy Enforcement Entity (PEE), residing
in the SGi-LAN. A high-level diagram architecture of PEE is
shown in Fig. 2. Shown are also the interactions of PEE with
STDF and the Cloud Controller that is in charge of instantiat-
ing required resources/Virtual Machines (VMs) on the virtual
infrastructure platform of the SGi LAN, using a suitable cloud
management tool (e.g., OpenStack). PEE principally consists
of four units, namely Policy Decision Making (PDM), Cloud
Resource Assessor (CRA), Individual Policy Enforcer (IPE),
and Run-Time Policy Orchestrator (RPO). Upon detection of
an application with frequently and dynamically requested con-
tent, SDTF reports this event to the PDM unit. Depending on
the characteristics of the identified application, PDM decides
an adequate policy with regard to the relevant data traffic,
such as offloading the relevant data traffic, rerouting the rel-
evant data traffic through a proxy server, which dynamically
establishes a multicast group if that content is sent to many
UEs, or requesting the concerned UEs to join a relevant mul-
ticast group. The identified policy is then communicated to
CRA that assesses the required cloud resources to enforce it
on the traffic of the relevant application. For instance, in case
PDM decides to multicast the content of the application to
its respective users, a proxy or multiple proxies to fully or
partially cache the content of the application, a MBMS gate-
way, and/or a Broadcast Multicast Service Centre (BM-SC)
may become required. Resources for instantiating images of the
virtualized network functions of these elements become there-
fore required. Once the needed resources are identified, they
are communicated to the cloud controller that deploys them,
e.g., using OpenStack. IPE then instantiates images of adequate
VNFs (e.g., proxy, cache, etc) on deployed VMs as per the
identified policy. RPO then orchestrates the underlying policy
during its run-time and per changes in the application detection
and based on internal as well as external triggers (e.g., cloud

Fig. 3. Possible integration of the proposed framework within the reference
ETSI NFV architecture.

resource monitoring, service level agreement controller, etc)
[2]. Exploiting cloud computing technologies, a policy orches-
tration could indicate the turning on of a new proxy to scale up,
turning off another to scale down, replacing VNF running on a
VM with another one as per changes in the social traffic load
and the behavior of its users. With its four units, PEE follows
a common lifecycle policy management model whereby policy
design is conducted by PDM and CRA, policy implementation
and deployment are carried out by IPE, and policy provision-
ing, runtime and operation, and disposal are conducted by RPO.
With the flexibility that cloud computing and the PEE architec-
ture offer, a network operator may instantiate VMs and run on
them suitable VNFs to specifically handle traffic of a particular
social network application.

Fig. 3 shows how the proposed framework can be inte-
grated within the ETSI NFV reference architecture [31]. In
the envisioned architecture, the VNF manager maps unto RPO.
Indeed, RPO is responsible of the lifecycle management of
VNF instances and the interaction with Element Management
System (EMS) provided by the Cloud Controller, which allows
to turn on/off VNF instances to scale up or down; e.g., adding
new instances of proxy or MBMS or deleting existing instances.
The PDM functional block can be part of the Operations
Support System (OSS) and Business Support System (BSS)
functions. Indeed, all policies that react to the detection of an
application with frequently and dynamically requested content
are implemented at this functional block. The CRA and IPE
functions are part of the NFV Orchestrator. According to the
ETSI definition, the NFVO is in charge of the orchestration of
NFVI resources across multiple VIM and lifecycle management
of Network services, which corresponds to the functions carried
out by the CRA and IPE. Finally, the cloud controller functions
map unto a VIM.

It shall be noted that the above mentioned thresholds can be
dynamically updated; depending on the time of the day and the
location. The applied policy could also depend on these thresh-
olds. For instance, if the frequency of the HTTP GET requests
exceeds a certain value (V al1), the operator may offload the
relevant data traffic to WiFi. If the frequency of the HTTP GET
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requests is within the range of [V al2; V al1], UEs may become
requested to join an adequate multicast group. If the frequency
of the HTTP GET requests is lower than (V al2), the operator
and UEs are requested to do nothing.

B. Multicast Delivery

Whilst live content and IPTV services are the best “tradi-
tional” use cases for multicast, in this section, we will show
how multicast can be used to mitigate the issues raised by the
services targeted in this research work: services whereby one
entity posts a message and then that message is delivered (either
in a push or pull mode) to many users. As stated earlier, in addi-
tion to news tickets, many emerging social networks exhibit
this characteristic, and that include location-based check-in ser-
vices (Foursquare, Facebook Places, Gowalla, etc) and Twitter.
For these Over The Top (OTT) services that involve simultane-
ous (or even near-simultaneous) delivery of the same content to
potential number of users, it is very trivial that multicast could
be of potential use to reduce the redundancy of content over
the network and therefore ensure efficient usage of network
resources.

Hereunder, we show how once a mobile service is identi-
fied as an application with frequently and dynamically updated
content (i.e., by STDF), its subsequent relevant data traffic is
sent via multicast. To this end, the core idea is to extend the
proxies (i.e., VNFs of web proxies) hosted in the SFC pool
and clients (e.g., browsers) with a functionality (e.g., through
a plug-in) that enables efficient delivery of the same Web con-
tent, requested by many users, by instantiated VNFs of Web
proxies using 3GPP multicasting technologies (i.e., MBMS
[6]) and seamless integration/embedding of the multicast con-
tent into normal Web pages/services by the clients (i.e., Web
browsers). A VNF of web proxy enhanced with this functional-
ity would be either statically configured or would dynamically
decide (e.g., upon receiving many requests for the same con-
tent feed) to allocate a multicast address to this content feed
and then start multicasting the content (i.e., text and images)
using HTML/XML encoded via UDP – User Data Protocol
(or an alternative multicast transport protocol). The VNF of
the web proxy would respond to any HTTP request for that
content with a well-defined Content Type and the Multicast
Address, which would, upon arrival at the Web browser, activate
the Multicast Browser functionality (or launch the respective
browser plug-in). The multicast plug-in would then join the
respective Multicast Address/Group and start listening for con-
tent message. The content messages received via the multicast
channel would then be rendered according to the XML/HTML
format in the browser window. To interact with the MBMS sys-
tem, the VNF of the web proxy may also incorporate some
functions of the Broadcast Multicast Service Centre (BM-SC).
Fig. 4 depicts the overall architecture of the envisioned solu-
tion (omitting PEE and Cloud Controller of Fig. 2). For the
Web client/browser (i.e., at UEs) to support multicasting, it
is enhanced by an internal cache where it stores any content
that is received via the multicasting channel. Prior to request-
ing any missing content objects from the server – as it would
do normally – the client/browser checks if the content object

Fig. 4. Envisioned solution, illustrated for 3GPP’s Evolved Packet System [6];
content in common with all relevant UEs is multicast from a VNF of a web
proxy on top of UDP and received by a suitable plugin at UEs.

has already been received via the multicasting channel. If so,
and the cached content is still topical, it will omit the HTTP
request to the server and uses the cached content. This allows
the Web server/proxy’s VNF to push embedded content objects
(e.g., images or other content types) in addition to normally
configured XML/HTML content. If the content is not in the
local cache, the Web client/browser could request the content
as usual. To avoid that the client/browser requests any missing
content based on a regular HTTP request, the server/proxy’s
VNF needs to ensure that all embedded contents are deliv-
ered prior to the XML/HTML of the page. Alternatively, to
relax this requirement, the client/browser could also wait for a
configurable timeout for content objects that are related to pre-
viously “multicasted” content, and only if the content does not
arrive via the multicast channel within the specified timeout, it
would place the normal HTTP request. The Content-Feed can
be either declared, using adequate XML/HTML tags, “replac-
ing” or “additive”. In the former case, a multicast Content-Feed
update will replace the previously received content, while in
the latter case, the update will be “added” at the end of the
previously delivered content. It shall be stated that since in
the envisioned framework, the multicast communication occurs
within the mobile network domain, other 3GPP schemes can
be used to deal more rigorously with packet losses. In the
context of MBMS, [34] introduces a number of mechanisms
for packet loss recovery. In 3GPP mobile networks, packet
losses can be also mitigated through the use of Forward Error
Correction (FEC) mechanisms at the physical layer. At the link
layer, multicast transmissions can be handled in a different way
by the radio access network. Indeed, feedbacks on Channel
Quality Indicators (CQI) from each UE belonging to a mul-
ticast group can be used to determine the corresponding CQI
level. Accordingly, data is sent to all or a subset of UEs. The
node with the lowest CQI level limits the data rate for all other
nodes, as all available resources (RBs) are allocated to the sin-
gle activated CQI level; this procedure may highly mitigate the
impact of packet losses on multicast communication.

The services that UEs are receiving may have content that is
common to the UEs and other part of the content that is spe-
cific to each UE. The content that is not common is delivered
in unicast over TCP – as usual (Fig. 4). The proposed solu-
tion is only relevant to the common content, which is delivered
via multicast over UDP. At the UE side, there is an application
layer logic that integrates the two portions of the content; the
one received in unicast and the one received in multicast.
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Fig. 5. Detailed message flow of Web-based multicast content delivery in the
proposed framework.

Fig. 5 shows an example implementation scenario of the pro-
posed solution whereby the VNF of the proxy is located in the
SGi pool of the mobile operator and does not run the mobile
network’s multicast plugin presented here. In the envisioned
implementation scenario, a number of UEs send HTTP request
messages asking for a particular content from the same server.
STDF initially analyses the frequency of these HTTP requests
and the number of requesting UEs. If they satisfy particular
conditions as explained above, STDF intercepts new HTTP
requests to the same server and forwards them to the VNF of
the proxy hosted in the SGi pool (e.g., in case the Web server
is not owned by the mobile network or the application server
does not run the mobile network’s plugin for multicasting com-
mon content). The VNF of the proxy then allocates a multicast
address to the specific content feed, and sends back a HTTP
response to the relevant UEs indicating the Multicast Content
Type and the Multicast Group Address. Upon receiving these
HTTP responses from the VNF of the proxy, UEs launch their
multicast plugin and join the multicast group. In the envisioned
scenario, the service that the UEs are receiving may have con-
tent that is common to the UEs and other part of the content
that is specific to each UE. The uncommon content is delivered
in unicast using TCP from the server or the proxy server. The
content in common is then delivered in multicast using UDP
to the UEs. The content could be either received by a VNF
of the proxy server caching the information locally, or a VNF
of the proxy server could request it from the web server and
immediately relay it to the UEs in multicast. The UEs integrate
the content delivered in multicast and the content delivered in
unicast at the application layer.

To further optimize the transmission over the mobile net-
work, the mobile operator GW (e.g. P-GW / GGSN - Gateway
GPRS (General Packet Radio Service) Service Node) and/or
VNF of a proxy could also trigger the establishment of a MBMS
session over which the common content can be transmitted
efficiently. Fig. 6 shows this case, where two new 3GPP enti-
ties are involved to handle multicast in the mobile network,

Fig. 6. Detailed message flow of MBMS-based multicast content delivery in
the proposed framework.

namely BM-SC and the MBMS gateway. Similar in spirit to
the precedent scenario, STDF detects an application with com-
mon content and informs the VNF of the proxy. In this scenario,
we assume that the proxy VNF also implements BM-SC func-
tions; therefore the proxy VNF sends the session start request
to the MBMS-GW in order to create the multicast group and
notifies the Mobility Management Entity (MME), eNB and UE
about the IP address of the multicast group and mobile network-
related parameters, such as Flow Identifier, Quality of Service
(QoS), MBMS service area, and C-TEID (Common Tunnel End
Identifier) for bearer establishment. Since the eNB is aware of
the created group, it reserves Radio Access Network (RAN)
resources to be shared by the group of UEs participating to
the multicast communication, and notifies the implicated UEs
about these parameters. Then, the UE joins the multicast group,
and the multicast delivery process begins. Note that the content
is first sent from the proxy VNF/BM-SC to the MBMS GW,
which then forwards it, in a multicast manner, to the mobile
network domain.It is worth mentioning that the multicast com-
munications used by the proposed solution is done at the mobile
network operator domain, which means that all communication
are one hop-based (similar to the Internet Group Management
Protocol - IGMP). Therefore, to be part of a multicast group,
a user equipment needs only to accept packets destined to the
multicast group address [6], [32]. So unlike traditional multi-
cast routing algorithms such as Multicast Open Short Path First
(MOSPF) or Protocol Independent Multicast (PIM), there is no
need to create a multicast tree. For more details on the multi-
cast delivery architecture in 3GPP, interested readers may refer
to [6], [32].

IV. ANALYTICAL MODEL

In this section, we present an analytical model for the pro-
posed framework. The aim of this model is to investigate the
impact of the thresholds used by STDF to detect a social
network traffic and to subsequently establish an associated mul-
ticast channel. Let X (t) denote the number of active users
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Fig. 7. Semi-Markov Chain representing the proposed framework.

having clicked on a link shared by a member of their social
group at time instant t. These users stay connected until they
complete the download of the shared object. Here, we assume
that after the detection of a social group by STDF, a certain
number of users remain connected. We assume that this number
exceeds a specific threshold, denoted as thr . We also assume
that when the communication switches in multicast mode, the
system becomes absorbed in one state, representing multicast
communication. Assuming that the time duration for download-
ing the shared object follows an exponential distribution μ, the
stochastic process X (t) becomes then a semi-Markov chain as
the inter-arrival times, denoted by λ, is not exponentially dis-
tributed, and the system evolution depends only on the current
state. Fig. 7 shows the Semi-Markov chain representing the
proposed framework for one social group.

Indeed, it is generally agreed that the inter-arrival times dis-
tribution of social applications exhibits a long tail, which is well
captured by a lognormal distribution. For instance, research
work conducted in [26] and [8] indicate that the inter-arrivals in
Orkut as well as Social Mobile Instant Messaging follow a log-
normal distribution. To further confirm this observation, we use
the tool in [27] to simulate a twitter traffic with the following
features:

• Twitter followers: 85000
• Fraction of followers who are watching their twitter feeds:

10%
• Initial fraction of watchers who click: 45%
• Background clicks: 15%
• Change in number of Tweet per minute: 25

The obtained results are shown in Fig. 8, which also plots a
lognormal fit distribution. From the figure, it becomes apparent
that the inter-arrivals of Twitter users also follow a lognormal
distribution with parameters σ = 2.5 and μ = 1.6, confirming
the findings of [26] and [8] also for Twitter. Hereunder, we will
consider this Twitter model as a basis for the inter-arrival times
of users in Fig. 7.

To transform the above-mentioned semi-Markov model to
a Markov model, we propose replacing the lognormal distri-
bution, representing the user inter-arrivals, by a Phase Type
distribution characterized by the same mean and variance.
By doing so, we can resolve the Markov chain and derive
the performance of the proposed framework for different val-
ues of the thresholds. The Phase Type distribution is widely
used to approximate an arbitrary continuous distribution (with
x > 0) with a sequence of “Phase-type” distributions, which
results in a generalized Erlang distribution. There are differ-
ent approaches to approximate an arbitrary distribution with a
Phase Type distribution. Notable examples are the method of
Moment, the method of Maximum Likehood, and the method
of Maximum Entropy. In this work, we use the Maximum
Likehood method, which is widely used in the literature. The

Fig. 8. Twitter real data in comparison to Lognormal Fit and Phase Type
distributions.

Fig. 9. Phase Type distribution.

obtained Phase Type distribution representation is illustrated in
Fig. 9. The PDF of the Phase Type distribution is plotted in
Fig. 8 and is compared to the real data and the lognormal dis-
tribution. It becomes apparent that the Phase Type distribution
can approximate the real data as well as the lognormal dis-
tribution. Note that the Phase Type distribution, illustrated in
Fig. 9, is defined by its transition rate matrix QT with state
space {0, 1, 2, 3, 4} where 0 is the absorbing state. QT is given
as follows:

QT =
[

0 0

t T

]

where T is a defective transition matrix of a continuous time
Markov chain with finite space {1, 2, 3, 4}. That is, T has
non-negative off-diagonal entries and negative diagonal ele-
ments such that t = −T 1 ≥ 0 but t �= 0 (1 is the vector of ones
and 0 is the null vector). By denoting the initial distribution
of this Markov chain by α, the distribution phase type is
denoted by PH(α,T), where α = (0, 0, 0, 1). When the Markov
chain reaches State 0, it starts over again with the same initial
distribution α. Therefore, a renewal process, which counts
the absorbing times, is defined and is adopted as the arrival
process (user arrival) in the proposed model. The stochastic
process (X (t), J (t)) represents the new Markov chain, where
X (t) is the number of users downloading the shared object
and J (t) is the current phase of the renewal process at time
instant t . Fig. 10 shows the new Continuous Time Markov
Chain. The system evolves since the shared object is sent using
unicast. Once STDF detects the social group (i.e. exceeding the
predefined threshold), the system becomes absorbed in the state
X (t) = abs. In this model, we are interested in the number
of objects sent in a unicast manner (i.e. before the system
gets absorbed in State abs). This metric allows us to see the
impact of the thresholds on the proposed framework, as the goal
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Fig. 10. Continuous Time Markov Chain.

is to minimize the number of downloaded objects in a unicast
fashion. To do so, we need to compute the proportion of time
the Markov chain spent in each state before absorption. Let the
state space S = A ∪ N be partitioned into the set A = {abs} of
absorbing states and the set N for non-absorbing states. The
time spent before absorption is obtained by considering the
limt→∞L N (t) restricted to the set N . To compute L(∞), the
infinitesimal generator matrix and the initial probability vector
are restricted to the states of set N , and are denoted by QN and
πN (0). It is worth noting that QN is not an infinitesimal gener-
ator. By counting each state (in Fig. 10) from right to left, the
QN format can be expressed as follows:

QT =

⎡
⎢⎢⎢⎢⎢⎢⎣

B0 A 0 0 . . . 0
B1 B2 A 0 . . . 0
0 B1 B2 A . . . 0
...

...
...

...
... . . .

...
...

...
... B1 B2

⎤
⎥⎥⎥⎥⎥⎥⎦

where:

B0 =

⎛
⎜⎜⎝

−λ1 0 0 0
λ21 −(λ21 + λ22) 0 0
0 λ31 −(λ31 + λ32) 0
0 0 λ41 −(λ41 + λ42)

⎞
⎟⎟⎠

B1 = μ(4, 4)

B2 =⎛
⎜⎜⎝

−λ1−μ 0 0 0
λ21 −(λ21+λ22+μ) 0 0
0 λ31 −(λ31+λ32+μ) 0
0 0 λ41 −(λ41+λ42+μ)

⎞
⎟⎟⎠

A =

⎡
⎢⎢⎣

0 0 0 λ1
0 0 0 λ21
0 0 0 λ31
0 0 0 λ41

⎤
⎥⎥⎦

Since QN is a square matrix (4thr ,4thr ) and has a regular
structure, L N (∞) can be obtained by the linear equation:

L N (∞)QN = −πN (0)

Having the Li values, the Mean Time To Absorption (MTTA)
is obtained by:

MT T A =
∑
i∈N

Li (∞)

where πN (0) = (0,0,0,1,0,. . . ,0). Finally, the expected number
of unicast messages (objects) downloaded in a unicast manner
is obtained as follows:

E[msg] =
t∑
i

⎛
⎝(i+1)∗4∑

j=i∗4

Li (∞) ∗ i

MT T A

⎞
⎠

V. PERFORMANCE EVALUATION

Having described in details the proposed framework, we
focus, in this section, on its evaluation. The evaluation results
were obtained using both the analytical model presented in
Section IV and computer simulations. As stated earlier, the ana-
lytical model is used to evaluate the responsiveness of STDF to
detect social network groups for different traffic load configu-
rations. The analytical model aims for: (i) evaluating the impact
of the threshold in terms of the number of users and (ii) show-
ing the impact of the traffic intensity. The simulation model
complements the analytical model taking in consideration real
social network traffic (i.e., twitter) traces. It aims for (i) eval-
uating the impact of the threshold in terms of time duration to
detect the social traffic and (ii) for evaluating the impact of user
popularity on the proposed framework. Accordingly, the ana-
lytical model results are not compared against the simulation
results; rather the two results are complementing each other. It
is worth noting that the simulation model implements only the
PDM module. Therefore, we can simulate only the impact of
the PDM policies, i.e. either offload through WiFi or the use
of multicast communications, on the overall performance of the
proposed framework.

A. Numerical Results

In order to investigate the performance of the proposed
framework under different traffic loads, we consider ρ = λ

μ
as

an indicator of the load. Three cases are considered: (i) low
traffic load (ρ = 0.5); (ii) medium traffic load (ρ = 1); and
(iii) high traffic load (ρ = 2). Note that λ is the mean inter-
arrival time obtained from the Phase Type distribution as
follows:

λ = −αQ−1
T

In the model presented in Fig. 8, λ = 48 and the standard
deviation is 111.

Fig. 11 shows the expected number of unicast messages for
different threshold values and different traffic loads. In addition
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Fig. 11. Expected unicast messages.

to the results obtained using a lognormal distribution for the
inter-arrival times, we also include results obtained using an
exponential distribution. As a comparison term, for low traffic
load (for instance the case of social network applications with
low interest), the threshold has no impact on the performance
of the proposed framework as it (and hence the absorbing state)
is rarely reached. The gain in this case is minimal. We also
notice that no major difference is seen between using exponen-
tial and lognormal distributions, which is logical as the traffic
is low. In case of medium traffic, we notice an important dif-
ference between using exponential and lognormal distributions.
Exponential distribution is overestimating the incoming traffic,
which heavily impacts the performance results. We remark that
in case of lognormal traffic, the threshold is rarely reached in
comparison to the exponential case, and again the threshold
value does not have impact on the proposed framework. The
most interesting case is when the traffic load is high (highly
popular traffic). In this case, both exponential and lognormal
distributions exhibit the same performance. In this case, the
threshold is reached each time, and the impact of the threshold
becomes remarkable. Indeed, we notice that the number of mes-
sages is convex to the threshold. We argue this by the fact that
when the traffic load is high, multicast usage allows consider-
able reduction in the number of exchanged messages. As it will
be confirmed by the simulation results, the proposed framework
is more efficient when the traffic load is high. When the traffic
load is low, the gain beneath using multicast communication for
few messages is negligible.

B. Simulation Results

To evaluate the performance of the proposed framework, we
developed a C-based events simulator. This simulator mimics
the behavior of a simple LTE network (with multicast capabil-
ity) and simulates social traffic following the same principle
of Twitter. That is, a group of users, noted as followers, hit
an embedded link in a tweet according to a certain probabil-
ity (p). To be realistic, we assume that the number of followers
for a tweet is dynamic and is randomly selected from within the
range of [100, 200]. We consider the same concept as detailed
in [25], wherein the number of hits decreases with time accord-
ing to the probability (p), meaning that a tweet will not interest
users after the elapse of some time (e.g., in the order of min-
utes). Two scenarios were considered. The first one assumes
that a group of users are located in the same region and are

Fig. 12. The amount of traffic exchanged between the social group.

connected to the mobile network through the same eNB. Each
minute, a user tweets a message, and according to the prob-
ability (p), the followers hit the embedded link in the tweet
and download the content. The simulation duration is 30 min.
The average runs of each simulation is 100 times. The envi-
sioned scenario represents the case that a group of users actively
communicates and shares the same content among them. In the
second scenario, we assume that the probability of hits depends
on the popularity of the user who tweets a message. For this
aim, we assume that the probability that a user hits the link to
the message depends on the user popularity and follows a Zipf
law with s = 0.56 [8]. In this scenario, we increase the size of
the social network to 10000 subscribers. This reflects the case
of a social network of subscribers residing in the same city and
connecting to the same mobile network through different eNBs.

For each scenario, we changed the size of the exchanged con-
tent between users: (i) to simulate a tweet with a video link with
a content size randomly drawn from within [900, 1200] kbits;
(ii) to simulate a tweet with a low quality video link with a
content size selected randomly from within [200, 300] kbits.
For both scenarios, a static method based on varying thresh-
olds is used for detecting social media applications. Once an
application is detected as a frequently requested social media
application involving the delivery of the same content among
many users, its traffic data start being multicast (or offloaded
through WiFi) rather than being delivered in unicast.

1) Simulation Model and Scenarios: Fig. 12 plots the
amount of traffic exchanged between the social group in the
first scenario. This figure shows the traffic for four cases:
(i) the probability that a follower hits the link is high (randomly
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Fig. 13. Total amount of data exchanged: proposed solution vs unicast distribution.

TABLE I
OFFLOAD CASE

selected from within [0.7,0.8]) and the size of the exchanged
content is also high (randomly selected from within [900-1200]
kbits); (ii) the probability that a follower hits the link is low
([0.3,0.4]) and the size of the exchanged content is large ([900-
1200] kbits); (iii) the probability that a follower hits the link is
high ([0.7,0.8]) and the size of the exchanged content is small
([200-300] kbits); and finally the case whereby (iv) the proba-
bility that a follower hits the link is low ([0.3,0.4]) and the size
of the exchanged content is also small ([200-300] kbits). It is
obvious that the higher the size of the exchanged content and
the higher the probability to hit a link, the higher the amount of
traffic exchanged among the users.

2) Results: Based on the traffic model presented in
Fig. 12, Fig. 13 compares the proposed solution, when imple-
mented with different thresholds for detecting social media
applications, against the classical unicast distribution, and that
is for the four simulated cases. Unlike the analytical model,
wherein the threshold was considered as the actual number of
users downloading the shared content, in the simulation model,
it is assumed to be a period of time. This is more realistic as
most of the DPI process does not depend on the number of
users but on a specific filter of data. From the figure, it becomes
apparent that the proposed solution significantly reduces the
exchanged data over the network for each traffic case. This is
trivial due to the fact that using multicast communications to

deliver content common among users is more efficient than the
otherwise repeated unicast delivery. Furthermore, the threshold
for detecting social media applications has a direct impact on
the performance of the proposed solution: the higher the thresh-
old, the lower the gain of the proposed solution in aggregate
traffic reduction. For some scenarios, we observe that there
is no gain if the threshold is equal to four minutes. This is
attributable to the fact that after some minutes, a tweet loses
its interest among other users, so the number of exchanged
content becomes low which limits the efficiency of using mul-
ticast communication. Whilst acknowledging the impact of the
threshold on the performance of the proposed solution, it shall
be mentioned that as soon as STDF detects a social network
application with frequently requested common content (i.e.,
after the threshold is met), it reports this to PDM and subse-
quently the service orchestrator instantiates a proxy to intercept
the upcoming requests and deliver their relevant traffic over
multicast. So until the proxy has indeed established the mul-
ticast communication, all the coming requests continue to be
served by unicast as in the conventional way. However, it shall
be noted that the time required to instantiate and orchestrate
the needed VNFs to establish the multicast connection shall be
in the order of few msec, e.g., using ClickOS technology as
demonstrated in [33]. Table I illustrates the performance of the
proposed mechanism, when the frequently requested content
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Fig. 14. Amount of data exchanged according to users’ popularity: proposed solution vs unicast distribution.

traffic is offloaded through WiFi rather than using multicast
communication. The table shows the amount of offloaded traf-
fic through WiFi for varying thresholds and in case of the fourth
scenarios defined earlier. We observe a trend similar to that of
Fig. 13, whereby the smaller the threshold value is, the higher
the percentage of offloaded social traffic is (i.e. saving LTE
bandwidth). Moreover, we remark that the content size has
more impact on the performance of the proposed mechanism
than the probability p, which is trivial as the higher the size of
data is, the higher the LTE saved bandwidth is. However, the
high gain in the offload case comes at a high cost, as mobile
operators have to invest in deploying another access network
(i.e., WiFi network) in addition to the LTE infrastructure.

From this figure, we notice that the gain of the proposed
solution depends particularly on the size of the exchanged
content and the number of followers that hit the link embed-
ded in the tweet. The higher the size of the exchanged content
and the higher the number of hits, the higher the gain. To
investigate this behavior with more clarity, we use users’
popularity as a parameter. Fig. 14 plots the amount of data
exchanged for each user that tweets a message. The x-axis
shows the users’ indices ordered according to their popular-
ity. As stated before, we used a Zipf law with parameter
s = 0.56. Fig. 14 considers two cases: high content size and
low content size. For both cases, we notice that the gain
achieved by the proposed solution is proportional to the pop-
ularity of the content. This confirms the behavior observed
earlier, i.e., the higher the number of hits (frequent transfer
of the content in the mobile network) the higher the gain
achieved by the multicast communication. This indeed shows
the need for dynamically refining the proxy functionalities
in order to achieve the highest gain. Indeed, establishing a

multicast channel could be more costly in comparison to the
gain achieved by the proposed solution. Therefore, it may
be worthwhile having a process (i.e., as part of the PDM
unit) that decides whether to establish multicast communica-
tion for a particular content and that is based on its popularity.
Such process may further decide the characteristics of VMs to
instantiate for running the VNFs (e.g., MBMS GW and MB-
SC) that will be handling the traffic of the popular content.
This decision can be part of the CRA unit in the envisioned
framework.

VI. CONCLUSION

In this paper, we proposed a complete framework to iden-
tify and efficiently handle social-based mobile applications
that may waste the scarce resources of mobile networks. The
proposed framework consists of two modules, namely a traf-
fic identification module and a policy enforcement entity.
Both entities are integrated into the Service Function Chain
at the SGi LAN of mobile networks and identify an appli-
cation/session as “an application/session with frequently and
dynamically updated content” based on the frequency at which
its content or part of its content is delivered to a UE or a set
of UEs. Indeed, an application is qualified of such if the inter-
arrival time between two consecutive HTTP GET requests from
a UE or a set of UEs using the application is shorter than a cer-
tain threshold, and/or the number of HTTP GET requests from
a UE or a set of UEs, using the application, issued during a time
interval exceeds a certain value, or if the traffic delivered over a
session exceeds a certain data volume threshold and is delivered
to many users.
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Upon detection of such application, the policy enforcement
entity, also hosted in the SFC, enforces a suitable policy with
regard to the relevant data traffic; offloading the relevant data
traffic to a particular access network, rerouting the relevant
data traffic to/from a different server or via a proxy server,
and/or requesting the concerned UEs to join a relevant multicast
group. The policy enforcement entity also ensures the deploy-
ment and lifecyle management of cloud resources needed by
each policy, and orchestrates the service underlined by the
policy. The proposed solution makes efficient usage of the avail-
able MBMS technology and alleviates congestion at both the
mobile core network and RAN by reducing the load of dupli-
cate content. It shall be noted that all the proposed modules
are based on the NFV concept and may be hosted on VMs
in SFC; incurring limited CAPEX and OPEX to mobile net-
work operators and benefiting from the numerous advantages
cloud computing offer (e.g., on-demand, self-service, elastic-
ity, cost-efficient scalability, agility, and pay-as-you-go). Both
analytical analysis and simulations were conducted considering
the case of Twitter-like services and significant gain in terms of
core network load reduction was achieved under different sim-
ulated scenarios, particularly when the shared content is highly
popular.
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