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Abstract—With the ever-growing number of users enjoying
online video service in mobile environments, video streaming
services have been dominating the mobile traffic. It can be
predicted that a small improvement in the user’s watching
experience will cause a substantial leap in profitability in terms
of content providers and distributors, network operators and
service providers for mobile videos. Though recent years have
witnessed effective efforts to improve a user’s video quality of
experience (QoE) by the use of big data for analyzing users’
viewing behaviors based on large-scale, video-viewing history
datasets, it is very challenging to precisely analyze users’ hidden
intents and feelings when they are watching online videos. In
addition to obtain a better video QoE, we propose to introduce
user’s emotional reactions into QoE assessment. In this scheme,
first, the user’s mood is detected in a real time fashion via
emotion detection networking. Then, a mood matching process is
performed to gain the similarity of the user’s intent and the video
content property in terms of emotion design. Finally, a novel,
decision tree-based adjustment model is proposed to characterize
the relationship between QoE and various factors, including
buffer ratio, average bitrate, and the user’s emotions. Our study
opens a road for improving video QoE based on emotion detection
networking.

Index Terms—Affective computing; Machine learning; Video
Quality of Experience (QoE).

I. INTRODUCTION

According to the report by Cisco [1], global mobile data
traffic grew 69 percent in 2014, and mobile video traffic
exceeded 50 percent of total mobile data traffic for the first
time in 2012. Mobile video traffic exceeded 50 percent of
total mobile data traffic by the end of 2012 and grew to 55
percent by the end of 2014, and it is predicted that nearly
three-fourths of the world’s mobile data traffic will be video
related by 2019. The large number of mobile users implies
that a substantial leap in profitability could be achieved with
a small improvement in the user’s watching experience. In
order to provide a better experience of video service, we first
need to answer a basic question: how can one evaluate video
quality? In the early stages, video quality is quantified by
service quality. However, since the video service is highly
user-centered, it is difficult to achieve an objective standard for
service quality which directly represents the user’s perceptual
experiences.

The experience quality of video should be measured by a
subjective test, which can directly solicit the users’ evaluation
scores in a controlled environment; for example, mean opinion

score (MOS) [2] is a common metric. But the cost of subjective
tests is quite high. With the emergence of the big data
analysis [3] and the availability of massive video concept
shadow history datasets, data-driven video quality of expe-
rience (QoE) assessment (DDVQA) becomes popular [4] [5],
the users’ experience quality is usually obtained by the user’s
participation in the video service, and can be quantified by
various measurement standards, such as the watching time
ratio, the number of videos have been watched, and the video
download rate [5]. However, such existing DDVQA metrics
either have a limited accuracy, or do not take into account
the diversity of users. Different from the above QoE metrics,
we introduce user’s emotional reactions into QoE assessment
and we propose the emotion-assisted QoE assessment (EQA)
model in this paper to address these shortcomings of the
existing models.

In recent years, with the development of emotional comput-
ing and big data, the recognition and monitoring of people’s
emotions have been advanced [6]. When the users are watching
a video, their mood comprises the most direct subjective
test, which can be used to assess the QoE. We judge the
experienced quality of the video by comparing the user’s
emotional state when watching videos with the video content.
The similarity between the users’ emotions of video watching
and the video content is closely related to users’ video
QoE. Therefore, the metric of emotion-assisted QoE can be
established. Next, we establish the user intent-oriented video
based on the watching history of user, especially for the video
topic. The user intent-oriented video refers to the video content
as being recommended which users are interested in when
users’ QoE becoming lower. Finally, we use a decision tree to
improve the users’ QoE according to the video quality.

In summary, the main contributions of this paper include:
• A new metric of video QoE is proposed, i.e., the metric

of emotion-assisted QoE assessment.
• An user intent-oriented video can then be created, which,

according to the users’ real-time QoE variations, will
allow users to choose whether or not to switch to another
video in which they are interested, before finish viewing
the current video.

• Based on the metric of emotion-assisted, we propose a
decision tree-based adjustment model which considers
video QoE and various impact factors.



TABLE I
PHYSICAL AND CYBER DATA

Class Type Components

Physical Data
Physiological Data ECG
Activity Level Static, walking and running
Location Latitude, Longitude

Cyber Data
Call and SMS Logs Number, Duration
Applications Usage Type, Number

The remainder of this article is organized as follows. The
system overview is described in Section II. We present the
emotion-assisted video QoE metric in Section III and propose
the EQA model in Section IV. Our experimental results
and discussions are given in Section V. Finally, Section VI
concludes this paper.

II. SYSTEM FRAMEWORK

In this section, we present the proposed framework, as
shown in Fig. 1. The traditional QoE is based on the ability
of the network to adjust the video coding and decoding
strategy and network transmission strategy to improve the
user’s QoE. This paper asserts that even using the traditional
QoE optimization method, it is still difficult to accurately
reflect the users’ true intention. Therefore, in this paper, we
propose a QoE assessment system for streaming video, which
is based on emotion detection. The general idea is to assess
the mood of the user and the video and then compute the
similarity between the two. If mood of video and user do not
match, but no video streaming problems can be detected, a
change in video content is proposed which based on users’
real-time mood and the viewing history. We further propose a
decision tree-based adjustment model which considers video
QoE and various impact factors.

Specifically, our framework is divided into the following
aspects: Firstly, we can sense user emotion and video content
emotion by transfer learning and questionnaire respectively.
Then we give the emotion-assisted QoE assessment metric.
Secondly, we utilize singular value decomposition (SVD)
model to recommend a video to users based on viewing
historical records. Finally, we select important factors of
impacting QoE by a decision tree, and adjust each factor to
enable the user to achieve better QoE.

III. EMOTION-ASSISTED QOE ASSESSMENT (EQA)
METRIC

In this section, we present the EQA metric. In order to
establish this metric, firstly, we employ the user’s mood and
content emotion video’s judgment. The users’ mood is derived
with transfer learning, using a hidden Markov model (HMM)
for classification, while the video content mood is obtained
with a questionnaire. Secondly, we show how to determine
their similarity.

A. User Emotion Detection

1) Emotional Data Collection and Feature Extraction:
Because the metric of EQA requires real-time personal emo-
tion, a real-time model is needed. The real-time emotional
data includes users’ electrocardiogram (ECG) signal collected
by wearable devices, such as smart clothing, and users’ life
and behavior habits collected by mobile phone. We divide
the data into physical and cyber data. Physical data include
physiological data, activity level, and location. Cyber data
consist of calls, SMSs, application usage. Table I shows the
data collection in detail. We define an emotional space label
as L = {happy, relaxed, afraid, angry, sad, bored}. The
symbol c is defined to represent the corresponding labels. As
for emotional data labels, based on our previous work [6], we
design a phone application of labelling emotion which can be
utilized for users to label their emotions.

According to the collected emotional data, we first introduce
the preprocessing of the data, which include data cleaning, data
integration and eliminate redundancy. Then we extract the data
features. For EGG signal, discrete wavelet transform (DWT)
based scheme is used for feature extraction. For location
data, we obtain the position information of user by density-
based spatial clustering of applications with noise (DBSCAN)
cluster. For the cyber data, considering it is statistical data, we
count the number as its feature.

2) Automatically Label based on Transfer Learning: Since
users need to label their emotion by themselveswhich is
the time-consuming and labor-intensive, we utilize transfer
learning to label users’ emotion autonomously, i.e., we only
need to label some users’ collected emotional data, other
users’ data can be labelled by transfer learning. The transfer
learning [7] can be described as follows, Let denoted χs to be
the source instance space, i.e., the data collected which have
emotion label, and χt to be the target instance space, i.e., the
data collected which don’t have emotion label. Fs and Ft is
the feature space correspond with χs and χt, respectively. L
is the label space. The transfer learning model can represented
as xt → ft → fs → c, where xt ∈ χt, ft ∈ Ft, fs ∈ Fs and
c ∈ L.

Now we introduce emotional autonomously labels in detail,
the source domain input data xs comes from the users’
emotional data in terms of physical data, cyber data which
have emotion label. The target domain input data xt comes
from other personal emotional data which do not have emo-
tion label. Our goal is to estimate the mood c probability
p(c|xt), c ∈ L. Since xs and xt may be in a different feature
space, we first need to find a transformation ϕ(ft, fs) ∝
p(ft|fs) to link the two feature spaces [7]. Since fs and ft
are features that are independent to xs, where xs ∈ χs, we
can calculate p(fs, ft) as follows.

p(ft, fs) =

∫
χs

p(ft, xs)p(fs|xs)dxs. (1)

Since we know p(fs|xs), so we need to calculate the
p(ft, xs). Now we can link the unlabeled feature ft and
xs through Jensen-Shannon divergence [8] (the symmetrized
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Fig. 1. Functional components in the proposed architecture for improving user’s video QoE via EQA (Emotion-assisted QoE Assessment).

and smoothed version of Kullback-Leibler (KL) divergence),
which can be described as follows.

JSD(P ||Q) =
1

2
(DKL(P ||M) +DKL(Q||M)). (2)

where M = 1
2 (P + Q) and DKL(·) is the KL-divergence

which can be as DKL(P ||Q) =
∑

x∈χ P (x) log P (x)
Q(x) . P and

Q are the probability distribution of xs and ft. Since the
Jensen-Shannon divergence is widely used for measuring the
similarity between two probability distributions, JSD(P ||Q)
equals to zero if and only if the two distributions P and Q are
identical. so we take the low-k similar distributions out. Now
we link the ft and fs, so we can calculate the most probability
label of xs.

3) Label Validation: We can validate the labels are right
or not based on transfer learning. In the validation phase, we
detect users’ input of their own emotional reactions when they
use some applications such as Moodagent and Facebook. One
major problem is that, the mood space M = {m1, · · · ,mn}
we detect from applications is not the same as the mood label
space L. Thus, we need to compare the similarity of the label
space L with the user’s input mood m, which is collected
in each time slot as ground-truth label. Using a framework
similar to transfer learning [9], we can identify the similarity
between mood c and m as follows.

sim(c,m) = MMD2[Dc, Dm], (3)

where Dc = {yi|i = 1, · · · , nc} and Dm = {zi|i =
1, · · · , nm} are a set of documents that represent a mood in
C and M , respectively, and yi and zi is tf-idef vector [10].
The term MMD2[Dc, Dm] denotes the maximum mean dis-
crepancy [11]. When calculating the similarity between L and
M , we validate the label when sim(c,m) > thr, where thr
is pre-defined threshold.

4) Emotion Detection: Through transfer learning, the time-
consuming and labor-intensive labelling can be simplified
extensively. After a certain time of labeling and validation

through transfer learning, the training sets are established.
Employing a Hidden Markov model (HMM), the emotional
data are classified into six moods. The accuracy rate of our
model becomes increasingly high with the increased amount
of data. After a period of time, we can obtain a more accurate
detection model. Eventually we obtain a real-time emotional
model.

B. Mood Matching for Video QoE (MMVQ) based Similarity
Checking

Through above methods, we can recognize in real-time user-
s’ emotions. We then need to identify the emotional attributes
of the video content. Due to the difficulty of identifying the
video content emotion, we use statistical rules, primarily on
the basis of two approaches.

• Video’s inherent label: also known as the type of video,
such as comedy or adventure action.

• Using questionnaire: many people make emotion labels
on the same video every 5 minutes. The label space is still
L, so one can obtain the emotion of the video content.

From the above, we know both the user’s emotion and
that of video content. We then determine their similarity as
follows. During the time when users watch video, derive the
users’ mood and the emotional attributes of video content,
and estimate their similarity every 5 minutes. The similarity
criterion is given by the following formula, namely, L, for the
above conditions. We use the SentiWordNet [12] dictionary
to score the emotional words in L about the video content
and those of mood. So the emotional words is transformed
into scores in [−1, 1]. We then compute the matching degree
of the users’ mood and the emotional attributes of the video
content as follows.

di = |Si
u − Si

v|, i = 1, 2, · · · ,m. (4)

where Si
u is the score showing the users mood and Si

v is the
score representing video content in time slot i, which can cause



di to change during video viewing; the greater the di, the poor-
er the matching degree. We set two thresholds, threshold1
and threshold2, where threshold1 < threshold2. We de-
fine video matching degree as high, medium, and low. If
di ≤ threshold1, it is considered that there is a good match
between the user’s mood and the video’s emotional attributes.
So the user has a good video QoE. If threshold1 ≤ di <
threshold2, it is considered that the user’s mood and content
video’s emotional attributes almost match. If di ≥ threshold2,
it is considered that the user’s mood and the emotional
attributes of content video do not match. Based on this, we
establish an emotion-assisted video QoE assessment metric.

IV. EMOTION-ASSISTED QOE ASSESSMENT (EQA)
MODEL

Because the experience quality is quite subjective, it is deter-
mined by the individual preference of the user, including video
content and video quality. Even if the user is given the same
network status, video attributes and viewing environment, the
experience quality of different users will be greatly different.
That is, for each user, according to the above matching degree
of similarity between the user’s mood and the emotional
attributes of video content, there are below two results. If the
user’s mood and content video’s emotional attributes match,
the user’s QoE is then indicated to be high; otherwise the
user’s QoE is low.

According to the above criterion, we first show how to
enable user intent-oriented videos; namely, when a user’s QoE
becomes low, we can recommend the user the video in which
they may be interested, through the viewing history with the
video content catering to the user’s interest. Second, we adjust
the video QoE based on the decision tree.

A. User Intent-oriented Video QoE

During the viewing process, the video content may not
conform to the user’s interest, because the content of the
video is measured subjectivity, while the user’s interest is
measured by the user’s viewing history. Therefore, we select
a recommended video based on the historical data (that the
user watched before). Because the theme of each video has
a corresponding label, for example, comedy, action, youth,
etc., we can use singular value decomposition (SVD) and
latent semantic indexing (LSI) to determine which themes the
user is interested in, and thus recommend the themes that the
user prefers in real-time according to his/her viewing history.
Specifically, the proposed scheme works as follows.

Assume that the system serves m users, denoted by {ui|i =
1, 2, · · · ,m}, with s videos in n topics {ti|i = 1, 2, · · · , n}.
We also define the index variables aij as follows. If a user ui

watches videos with topic tj , then we have aij = 1; when the
user does not watch the video with topic tj , we have aij = 0.
Thus we obtain the following n×m matrix, denoted by A =
(aij)m×n.

Assume that the order of matrix A is rank(A) = r, so that
the matrix can be decomposed with SVD as

A ≈ UΣWT . (5)

where U is an m × r matrix with orthogonal vectors (i.e.,
left singular vectors), Σ is an r × r diagonal matrix. The
diagonal elements in Σ are called singular values satisfying
σ1 ≥ σ2 ≥ · · · ≥ σr > 0. In (5), W is an r × n matrix with
orthogonal vectors, which are called right singular vectors, and
{·}T is the matrix transpose operation. This way, matrix A can
be decomposed into the product of three matrices, i.e., U =
(ui,j)m×r, Σ = diag(σ1, σ2, · · · , σr), and W = (wi,j)r×n,
which are given below.

Next, we use a LSI to determine the topic tj in which
user ui is interested. Each row vector in U stands for certain
characteristics of a user, while each column vector in W stands
for certain characteristics of a topic. The singular value matrix
Σ in the middle stands for the relationship between each row
in U with each column in W. We can select two dimensions
and let the first two columns in U be u and the first two rows
in W be w. That is,

u =

 u11 u12

...
...

um1 um2

 (6)

w =

[
w11 . . . w1n

w21 . . . w2n

]
. (7)

We will project {(u11, u12), · · · , (um1, um2), (w11, w21), · · · ,
(w1n, w2n)} onto a two-dimensional surface to obtain the
relationship between user and topic, and determine which
users are interested in which topics with the clustering
method. Therefore, we can recommend the topics of interest
to the users, thus enhancing the QoE of users.

B. Decision Tree-based Adjustment Model

If the user has a low QoE and once the content of the video
is consistent with the topic in which the user is interested,
we may infer that the video quality has problems. As for the
influence of video quality, the linear correlation of Pearson,
the rank correlation of Spearman, and the rank correlation
of Kendall show that no single factor has an obvious linear
relation or monotonic relationship with the experienced quality
of the users, so we can conclude that the relationship between
the experience quality and influential factors is not linear or
monotonic.

We therefore cannot assume that the influential factors are
independent of each other. For example, high coding bit rate
may result in a long buffer time. The decision tree is a non-
parametric model. It does not assume the linear or monotonic
relation between the experience quality and other factors, nor
does it suppose the influential factors are independent of each
other. Thus, we use decision tree to predict the QoE and
to propose the adjustment model. The following influential
factors of the experience quality: buffer time and average
bitrate are considered. Other extra factors, including location,
time of day or day of week, and so on, will not be considered
for now. Adopting the method mentioned above, we use factors
which influent the video QoE assessment as the classification



attribute and denote those as S. We discretize the attributes
into {low, high}. The cluster label of videos as Ci, i = 1, 2, 3,
and set Ci,S as a cluster of Ci tuples in S. |S| and |Ci,S |
as the number of tuples in S and Ci,S , respectively. We
determine which factor takes a greater proportion by the
information gain. The information gain is defined based on
the concept of entropy as follows H(S) = −

∑
i Pi logPi.

where Pi = |Ci,S |/|S| is the non-zero probability of Ci.
The expected information required for tuple classification of
S according to attribute A is HA(S). Then we have

HA(S) =
∑

v∈V (A)

|Sv|
|S|

H(Sv), (8)

where v stands for the v−th subset divided from S according
to attribute A. We thus obtain the information gain as follows:
Gain(S,A) = H(S) − HA(S). With the information gain,
we can determine which factor has the greatest influence and
mediate it to enable the users to obtain higher QoE.

V. PERFORMANCE EVALUATION

A. Datasets

We collect a flow video dataset which contains 100 comedy
and 50 other category videos from Youtube. We also label
video content emotion through 200 participants, including
undergraduate and graduate students. Their ages range form
18 to 45. Each participant watches 30 videos and label the
videos’ content emotion. Furthermore, they give their sub-
jective scores. The data set has been anonymized with all
identifiers related to the clients made anonymous according
to strict guidelines.

For user’s emotions, the information and use behavior of 20
users, such as population statistical information including age,
gender, and address, and other physical and cyber information
and so on is collected. In order to get the video categories
which users are interested in, we also collect 20 users’ viewing
history. Since we can get 20 users mood and 150 videos
content emotion, when a user watch the video, we can get
the MMVQ. For the video, we collect average bitrate and buff
ratio of video. Based on the varieties of users contained in the
above dataset, we design the experience to verify that different
users have significantly different experience quality models,
and believe our method can obtain better experience quality
assessment.

B. Performance Evaluation

1) EQA metric evaluation: Firstly, we give the accuracy
of the mood detection. As shown in Fig. 2, we can see the
accuracy of our mood recognition model in more than 70%
and happy is the highest one.

Secondly, we evaluation the QoE based on similarity of
mood of user and video. Because the basic criteria of video
QoE are users’ subjective test, we describe the relevances of
MMVQ and subjective test. Since the values of MMVQ and
subjective test belong to [0,2] and [0,5], respectively, we give
the different values normalization processing which can make
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them belong to [0,1]. As shown in Fig. 3, we can conclude the
differences between values of MMVQ and subjective test are
small based on normalization processing, which can illustrate
our MMVQ model is effective.

Thirdly, in order to evaluate the effectiveness of measure-
ment, we will play comedy for 100min based on ensuring the
users’ interest on network and video content, and compare the
score of users’ mood and the score of video content mood,
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we can see d is slightly fluctuated as shown in Fig. 4, which
means that the evaluation is more accurate based on mood.

2) EQA model evaluation: We proposed a adjustment
model based on the decision tree as shown in Fig. 5. From that,
we can figure out the relationship between QoE and various
factors. As shown in the Fig. 5, when MMVQ of user is
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Fig. 7. Mood matching for video QoE after adjustment.

very low, namely QoE of user is very low, meanwhile average
bitrate and buff ratio are very high, that’s because the user is
not interested in the content of the video, then videos the user
interested in shall be recommended. For further demonstration,
we play one 50-min comedy short film for test and randomly
select ten users who watch the video without adjustment, and
another 10 users who are served with adjustment in real-time
according to the situation of the user. As shown in Fig. 6 and
Fig. 7, the value in the figure is the mean value of 10 users. We
can draw a conclusion that the video content emotion scores
become large over time, because the user with bad video QoE
will achieve a recommended video to obtain a good video QoE
through adjustment.

VI. CONCLUSION

In this paper, we propose emotion-assisted QoE assessment
(EQA) model which can analyze users’ hidden intents. In
this model, we innovatively introduce user’s emotion for the
QoE assessment. First, user’s real time emotion is detected
via emotion detection networking. Then, mood matching for
video QoE (MMVQ) based similarity checking is performed
and we give emotion-assisted QoE assessment metric. Second,
we introduce user intent-oriented video content model based
on SVD. Third, we analyze the various factors including buffer
ratio, average bitrate impact to the user’s video QoE. In future
work, we will consider more factors (e.g., various types of
devices) which have impact on user’s video QoE.
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