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Abstract—As cloud computing and wireless body sensor net-
work technologies become gradually developed, ubiquitous health-
care services prevent accidents instantly and effectively, as well as
provides relevant information to reduce related processing time
and cost. This study proposes a co-processing intermediary frame-
work integrated cloud and wireless body sensor networks, which
is mainly applied to fall detection and 3-D motion reconstruction.
In this study, the main focuses includes distributed computing and
resource allocation of processing sensing data over the comput-
ing architecture, network conditions and performance evaluation.
Through this framework, the transmissions and computing time of
sensing data are reduced to enhance overall performance for the
services of fall events detection and 3-D motion reconstruction.

Index Terms—3-D motion reconstruction, fall detection, Cloud
computing, wireless body sensor network (WSBN).

I. INTRODUCTION

ALLING detection is a mechanism that uses sensors to
F sense the actions and behaviors of the human body for
judging whether there is an accidental fall. It is mainly used for
the elderly or children that are likely to have accidental falls
by providing a warning or protection mechanism to reduce the
injuries caused by accidental falls. While the 3-D motion recon-
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struction is proposed to simulate the motions of the human body,
itis able to intuitively provide the falling postures and cautionary
messages for medical care personnel [1]. However, the action
signals from various body parts are converted to reconstruct 3-D
human body motions, whose computational complexity is high
for mobile devices. In other words, the operations of the re-
construction service has high consumption of the mathematical
capabilities and electric energies of mobile devices [2], [3].

As cloud computing is integrated with the concept of virtual-
ization, users can define the operation diagram of work accord-
ing to their needs. This operation diagram is usually used for the
operation of massive data. Based on the framework, the man-
agement operations can automatically conduct of the massive
data of wireless body sensor network (WBSN) decentralized
and parallelized. Cloud computing effectively solve the difficul-
ties of fall detection and 3-D motion reconstruction for arriving
ubiquitous healthcare. However, there remain some challenges
in the combination of the related technologies. First, previous
researches found that when mobile devices upload sensed data,
it is necessary to periodically collect sensor node information,
then upload data to cloud systems [4], [5]. The frequent infor-
mation collections and data transmissions will greatly increase
the power consumption of mobile devices, and it also raises the
heavy network bandwidth loading. In terms of mobile devices,
hardware specifications and related techniques are more and
more advanced gradually. Therefore, how to divide works dis-
tributively for collaborative computing between cloud network
and WBSN according to the mobile computing capabilities and
the sensing devices, will be an interesting and challenging topic.

Therefore, this study aims to develop a collaborative comput-
ing framework of cloud network and WBSN for ubiquitous fall
detection and 3-D motion reconstruction shown as Fig. 1. When
the framework identifies a fall, the information two seconds be-
fore and five seconds after the occurrence of the fall is retained,
and this information is transferred to the cloud environment via
wireless network. The personal health care and fall reconstruc-
tion method is constructed by means of the high-speed com-
puting power and storage space of the cloud. According to this
information, and using the proposed 3-D motion reconstruction
method, including body constitution and skeleton construction,
the course of human action when an accident occurs is sim-
ulated according to the recorded information. This framework
can provide healthcare services with correct injury positions and
situations for subsequent medical treatment.
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The research contributions of this paper can be summarized
as follows:

1) Collaborative framework of cloud network and WBSN;

2) Workload prediction and job scheduler over WBSN;

3) Cloud computing applied fall detection and motion

reconstruction.

The remainder of this paper is organized as follows. Section I1
review related works on fall detection and motion reconstruc-
tion; Section III introduces the collaborative computing plat-
form of cloud and WBSN sensor networks proposed in this
study, including the overall architecture and module design;
Section IV describes the implementation on an experiment plat-
form, with network and falling event detection; Section V offers
conclusions.

II. RELATED WORKS

This section describes the studies of fall detection and motion
reconstruction, as well as the subjects of cloud computing and
work dispersion.

A. Fall Detection and Motion Reconstruction on WBSN

With the development of sensor and WBSN technologies, the
corresponding sensing range and applications become increas-
ingly extensive. The ubiquitous network was first proposed by
Mark Weiser (1991) as ubiquitous computing in “Computing in
the 21st Century” [6]. At present, the subject of Ubiquitous is
gradually paid attention to by all circles, and relevant theoreti-
cal bases are being developed. Anyone and anything can trans-
mit messages conveniently anywhere and anytime. Ubiquitous
healthcare is an extended application of the ubiquitous network.
As some wearable or thin sensing devices are integrated with
a WBSN, the medical care system has gradually evolved from
home healthcare into ubiquitous healthcare [7]-[9], where nurs-
ing services can be provided at any time using a hand-held phys-
iological system. In the area of fall detection research, there are
three common implementation methods, which are fixed type,
nonfixed type, and a hybrid type, which is integrated with the
advantages of the former two types. The fixed fall detection
method fixes or embeds a sensor into a specific environment,
and uses the characteristics of the sensor to analyze environ-
mental information [10]. However, the existing fall detection
analysis modes can be approximately divided into two types,
the threshold analysis method and an intelligent algorithm.

1) Threshold Analysis Method: This analysis mode is sim-
ple. First, the numerical values received by the sensor are ob-
served, a reference value is defined, and then fall detection can
be directly implemented. When the numerical value received is
lower or higher than the defined reference value, it is determined
as a fall event. For example, Bourke studied fall detection [11],
and set the upper and lower thresholds as the signals of rou-
tine actions (sitting, lying, walking), where acceleration of the
sensors were smooth. If the received signal is in the threshold
range, it is identified as routine action; if the signal exceeds
the upper or lower thresholds, it is identified as a fall event. In
this experiment, a sensor was placed at the trunk and thigh in
order to measure the recognition rate. The results showed that
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Fig. 1. Architecture of proposed real-time adaptive transrating system.

the overall recognition result was 100% when the sensor was
placed on the trunk. In the study of fall detection by [12], a
two-axis gyroscope was used as the sensing device, and was
affixed to the chest, waist, and lower right part of the arm. First,
the angular velocity information of the device in backward and
sideways falls and day-to-day activities (e.g., standing, walking,
bending, lying, sitting, etc.) was obtained, and the thresholds of
actions were determined. The experimental results showed the
sensitivity was 100%, and specificity was 84%. In the study
of fall detection [13], six horizon sensors were placed inside
the clothes (shoulders and both sides of chest and abdomen) as
sensing devices. Multiple actions were sensed to obtain the an-
gles and angular velocities of different actions, and thresholds
were set to detect fall events. The forward and backward fall
detection results showed that sensitivity was 98%, and speci-
ficity was 99%. [14] placed two accelerometers in hearing aid
housing, which could recognize seven fall postures and five hu-
man behaviors. Afterwards, the three-axis accelerometer was
gradually used, and falls could be identified more accurately
by recording the accelerations of three directions. Yanget [15]
placed the three-axis accelerometer at [16], and proposed plac-
ing the three-axis accelerometer at the head, thus, accidental
falls were recognized according to the accelerations obtained
by a three-axis accelerometer.

2) Intelligent Algorithm: In comparison to the threshold
analysis method, this type of algorithm has higher complex-
ity of computation, and is sometimes accompanied with the
calculation of action simulation, thus, it has the higher recog-
nition rate of fall detection. The information obtained by the
sensor is analyzed using a specific method, where the eigen-
value is removed. The type of sorting module is created through
learning characteristics, which can be used to classify the infor-
mation obtained by the sensor to judge the classification result.
Common sorting algorithms include support vector machine,
linear discriminant analysis, principal component analysis, and
artificial neural network. In the study of fall detection, multi-
ple three-axis accelerators were placed at the neck, waist, and
right and left wrists and thighs, for a total of six sensors. The
human body was divided into the upper body and the lower
body, and the inclinations of various sensors during different
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Fig. 2. Architecture of proposed framework.

actions were gathered for analysis. The analysis mode was the
subtractive clustering method of the neural network. The cen-
ter position of habitual inclination in each state was calculated
using this method, and set as the basis of the posture determi-
nation threshold. The system flow first determined whether the
body posture was dynamic or static, if it was static, the posture
could be identified according to the inclination angle learned
beforehand. If it was dynamic, whether signal strength is too
high is checked first. If it was too high, it was regarded as a fall
event. The accuracy rate of falls while standing and walking was
100%, and the accuracy of sitting and lying falls was 93.9% and
94.4%, respectively. Ge et al. [17] proposed a fall prediction
and prevention system, which calculates the seconds of a fall
collision while falling, according to the body height, and then
the preventer is initiated, thus, providing a good prevention sys-
tem. Jeon et al. [18] constructed a portable fall sensing system
in a mobile device, which eliminated the indoor restriction of
computer receiving, thus, the users could be protected by fall
detection when outdoors.

B. Cloud Network

Cloud network are based on computation, software, data ac-
cess, and storage technologies that are remotely provided to
offer a degree of freedom in the computing infrastructure by
abstracting network resources from the users [19]. Hence, users
need only know their own application or content that is running
or stored in the cloud services. Various cloud infrastructures
have been studied prior to this research. Mostly Infrastructure
as a Service (IaaS) cloud structures were studied since this re-
search focuses on building its own scheduling algorithm within
the system. It targets to solve the complexity of integrating vari-
ous cloud service scheduling, which Li states the dynamic cloud
scheduling issue remains largely unexplored. The research [20]
presented a linear integer programming model that migrate vir-

tual machine (VM) across clouds to provide flexibility. The
model can be used to adapt to changes within infrastructure and
service. The model is also evaluated against commercial cloud
settings and it proves applicable in dynamic cloud scheduling
cases in terms of performance. The research analyzes the de-
mand for the number resources by setting a Trust degree for
resources for users to choose highly reliable resources. The
Trust degree mentioned in [21] is the number of failures since
the virtual slot has been put into the resource pool. In the paper,
the task requests are server access to the VM instances, where
the scheduling monitoring mechanism distributes the requests
by trust degree in a descending order. The scheduling monitor
will timely collect the trust degree calculation of the slots. A
record table is set and it saves the trust degree of the resources
for the entire cloud. It studied provisioning for applications to
solve the obstruction for smooth provisioning and delivery of
application services. This paper presented a mechanism which
detects the amount of VM requests within the system to create
or destroy VM within the cluster. The analytical performance
and workload information are provided by the cluster to meet
quality of service (QoS) requirements of the service time and
whether or not to reject the requests [22]. A survey for schedul-
ing algorithms used in cloud environments by comparing var-
ious popular algorithms and the required parameters. Most of
the algorithms that exist consider mostly throughput and cost
effectiveness while disregarding reliability and availability [23].

III. A COLLABORATIVE COMPUTING FRAMEWORK OF CLOUD
NETWORK AND WBSN

This study intends to build a collaborative computing frame-
work of cloud network and WBSN for ubiquitous fall detec-
tion and 3-D motion reconstruction. Fig. 2 shows the overall
framework architecture. The mobile terminal transmits the col-
lected sensor data via wireless network to the cloud environment
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for personal classification, and relevant information is stored,
thus, users can obtain cloud related physiological services from
hand-held devices, and hospitals and relevant medical units can
modify cloud services by observing the historical physiologi-
cal information of patients, rendering the cloud system more
suitable for each patient. The cloud provides services to imple-
ment a ubiquitous care system, thus, increasing the efficiency of
medical resources.

Profile Agent is used to receive environmental parameters and
create a user profile. The mobile device transmits its hardware
specifications in the XML—-Schemas format. However, a mobile
device using the cloud service for the first time cannot provide
such a profile; therefore, there is an additional profile exami-
nation function, which aims to provide the test effectiveness of
the mobile device and sample relevant information. Based on
this function, the mobile device can generate an XML—-Schemas
Profile and send it to the Profile Agent.

The intermediary collaborative working layer extracts effec-
tive sensor information, and allocates the operational data vol-
ume to both sides according to sensor information content, net-
work bandwidth, and processing speed, transmits the partially
sensed data volume to the cloud environment for calculation,
and the result is fed back in order to reduce massive data trans-
missions and accelerate computing speeds.

The cloud computing mainly uses the MapReduce operating
mode, where overall computing tasks are dispersed to various
nodes. Finally, the computing result is fed back to the mobile
device side.

A. Intermediary Collaborative Work Allocation Module

When the mobile device collects various sensor nodes, the
intermediary collaborative working layer reaches the instancy
and precision of application services for different kinds of sensor
information, the sampling of sensor signals must be effective,
namely, extracting signal retrieving from the starting point to
end point of the user’s action. Cloud works and self-computing
services are effectively allocated according to the sensor data
volume and mathematical capability of WBSN. The interme-
diary collaborative working layer extracts effective sensor in-
formation, and effectively allocates operational data volume to
both sides according to sensor information content, network
bandwidth, and processing speed. A part of the sensed data
volume is transmitted to the cloud environment for calcula-
tion, and the result is fed back, thus, reducing massive data
transmission and accelerating computing speed. This manage-
ment layer supports the parallel processing of multiple appli-
cation programs. In order to effectively exert the service of the
intermediary management layer, it must consist of three major
subfunction modules, Workload Splitter, Workload Dispatcher,
and Operation Scheduler. The function design and purpose of
this study are described, as follows:

1) Prediction Mechanism: In order to reduce the huge
amount of computation and multistate changes, this framework
proposes a prediction mechanism that adopts a sliding window
principle in the current state, and considers avoiding exces-
sive amounts of computations. Therefore, the sensor signals
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Fig. 3. Slide window and segment capacitor.

are observed in a fixed time cycle in order to judge whether
there is action. The determination of occurrence is based on the
X-component (A,) of the three-axis accelerator built into the
platform, and ADC samples 100 times per second and stores the
data in the sampling buffer. For complete action detection, the
starting time point must be determined, and then the end time
point shall be found. First, the standard deviation D4, of A, in
the sampling buffer is calculated in a fixed 0.2 s cycle, and the
Dy threshold is 0.03. If Dy, is smaller than Dy, it means the
user is in a steady state without action; and on the contrary if
the signal begins to oscillate and move. If there is no action, the
Sensor Observer records the D4, and average Aay, of A, in
the sampling buffer, and then empties the sampling buffer and
continues to seek the starting point. If an action is detected, the
Sensor Observer stores all the information from the buffer into
the Target Segments, marks it as a Start Segment, and enters the
stage of searching for the end point. At this point, all of A, in
the sampling buffer are visited in turn and compared with the
Dy, and Ay, before searching for the starting point, and with
D', and Dy of the current sampling buffer, as shown in (1)
and (2).

‘A.I: - AAvg| < DA:I: (1)
Df‘lm < DT' (2)

If (1) and (2) are tenable, meaning the signals become steady
again, the user’s action ends. The Sensor Observer can mark the
information in the buffer as a Stop Segment and store it in the
Target Segments. On the contrary, if the action is still in progress,
the Sensor Observer marks the information in the buffer as Pro-
gressing Segment and moves it to the Target Segments. When
an action is successfully detected, the Target Segments can be
delivered to another subsystem. The relationship between the
sampling buffer, Target Segments, and the overall signal extrac-
tion processes, are as shown in Fig. 3.

2) Workload Dispatcher: This submodule calculates the op-
erational data volume of a sensor and considers the mathemat-
ical capability of the mobile device and network bandwidth
delay, and then distributes data groups for calculation. This
study defines the sensor work data group S = {S1,.52S5n}, the
mathematical capability of the computing node of WBSN is
C={C,...,Cy}, and the predicted network bandwidth is
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calculated.
B'{t)=B({t—-1)+D 3)

where B'(t) is the estimated bandwidth in No. 7 time interval,
B(t — 1) is the bandwidth in No. ¢ — 1 time interval, and D is
the estimation difference.

And the overall working time can be calculated.

T = Sw /C + Sc/Bl(t) + Tcloud (4)

where T¢jo,q 1S the cloud computing processing time required
by the user, S, is the processing data allocated to WBSN, and
S, is the data transmitted to the cloud for processing.

In this study, the wireless network transmission delay in
WBSN is assumed to be very small, thus, the data volume of
feedback result values after cloud computing is disregarded.

Meanwhile, the power consumption of the mathematical unit
in the computing node of WBSN is assumed to be W, the
power consumption of the wireless network transmission unit
is W;, and the power consumption of the computing node is
approximately estimated at

P=W.x S’w/c + W, * Sc/Bl(t)- (5

According to (2) and (3), we can conduct optimal scheduling
operations for T.

3) Operation Scheduler: The submodule adopts three algo-
rithms for scheduling. The round robin algorithm is quite simple.
Using the nova-api to collect a list of nodes and the first node
from the list is chosen. The list is received in IP order, then the
requests are assigned to the nodes in order. The requests will
be split into clips for transcoding. The clips will be assigned to
each VM in round robin order as well. A list of VM instances
are collected by order of creation. The Genetic algorithm uses
the chromosome of node order for each request. It uses the num-
ber of instance on each node and the amount of segments that
would be assigned to each node for the fitness function. This
is more like a CPU usage combined with the execution of the
round robin scheduling. The algorithm performs with the fol-
lowing steps. Requests coming in at a time point are analyzed.
The request consists of the length of the video requested split
into minor encode requests. The request will be ordered by time
length. The CPU usage amounts of each node of the cluster
are renewed every few seconds. The nodes are ordered by CPU
usage. The requests are assigned by the longer requests given to
the nodes with lower CPU usage up to the shorter requests given
to the nodes with lower usage. If there are more requests than
there are nodes, a round robin pattern will be used. For example,
if there are five requests to four nodes, the first four requests are
assigned as originally planned by the first three steps. Then, for
the last request, it will be assigned to the node with the least
CPU usage.

B. MapReduce Architecture in Cloud Computing

For framework operations, the allocation of work roles must
be first discussed. In a MapReduce computing environment, the
work roles include Master Node and Worker Node; generally
speaking, there is one Master Node and multiple Worker Nodes.

The Master Node plays the core role of coordinating and man-
aging the entire computing framework. The Master Node can
allocate appropriate workloads to various nodes for calculation
according to the workload required for the application program,
the mathematical capability of the existing Worker Node, the
evaluation of network resources, and finally recovers the re-
sults. The Worker Node aims at calculations, and is in charge
of processing the mathematical logic defined by the developer.
For application program developers, all work can be executed in
two stages, as mentioned in the Map and Reduce stages. In other
words, the developers must design the mathematical functional
equations of Map and Reduce, respectively, using the applica-
tion program interface provided by the computing framework,
and then define the Key and Value of each input data.

Mapper is mainly used in calculating the distance between
center points of falling events to every sensing data point that is
grouped to the nearest center point, and Reducer organizes the
Mapper clustering falling event results and prepare for external
processing. The pairing of Key and Value is usually called a
Record. The Mapper functional equation is in charge of pro-
cessing (k1,v;) all input data, and generating a series of in-
termediary data Lists (ks,vs). This intermediary data group
contains multiple records, and each record consists of paired
corresponding Key and Value.

In the Reducer procedure, the results of calculating cluster
center points can be used to calculate the new center points
of each clustered group. Then, the status of clustering will be
checked whether it has been completed to compare the new
center points and existing center points. If the new center points
are equal to existing ones, the center points is considered to be
convergent. After grouping all data into trained center points,
each data entry is mapped to one of the center points for form-
ing the groups. The Reducer functional equation processes the
intermediary data group (k-, List(vs)), using the same Key, but
different Values, to generate the final required List (k3, v3). In
other words, all input data have corresponding Key and Value
records, and the Worker Node in the computing environment
uses the Mapper functional equation to process one into multi-
ple records, thus, generating a series of intermediary data. This
series of intermediary data have corresponding Key and Value
intermediary records. Intermediary records can be calculated by
the Reducer functional equation to generate the final result. For
convenient calculation of the Reducer stage, the Shuffle stage
or Group stage is conducted after the Mapper stage. The pur-
pose of this stage is to rearrange the intermediary data group,
i.e., intermediary records derived from the Mapper stage, into
a sequence, or concentrate the intermediary data with the same
Key for the Reducer operation in the final stage. The schematic
of the framework operation is as shown in Fig. 4.

IV. SYSTEM IMPLEMENTATION AND EXPERIMENT

This section introduces the implementation of a system pro-
totype and related experimental analysis. This case uses seven
sets of wearable accelerometers to record the acceleration and
angular acceleration values of seven positions of the human
body, including the head, neck, both hands, waist, and both feet.
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TABLE I
THE IMPLEMENTATION FUNCTION OF MAP OPERATING

Function Description
AddMaplInputRecord() Input Key/Value
MapReduce() Start Function
FinishMapReduce() End Function
EmitInterCount() Return size and number
Emitlnter() Return metadata Info
Emit() Return Final data Info

The sensors sense 48 times per second and transfer this data to
a mobile device. The system will calculate the implementation
of fall detection and 3-D action reconstruction. The measured
actions include walking, running, ascending stairs, descending
stairs, falling, and jumping to test the action signals.

A. Implement Fall Detection Application in Cloud Computing

In order to enable the application program to run normally
in the framework, the developers shall define the mathematical
logic of Map and Reduce, and must use the application program
interface provided by the framework to communicate with the
program in the framework, including the corresponding Key
and Value pairing records for each defined input problem data,
the universal functional equations of result feedback in the Map
and Reduce calculation completion stage, framework startup,
and termination. The common framework application program
interfaces in application programs are as shown in Table I.

In terms of the algorithm for fall detection, this study uses
K-Means and Bayesian inference for analysis and calculation.
The K-Means clustering algorithm is a common data clustering
algorithm used in the data mining domain, and is usually used
for massive data clustering. The first purpose is to determine
a suitable cluster center of the various data clusters, and to
use the minimum distance between the data and various cluster
centers as the basis of clustering. In other words, the clustering

is expressed as (6)

k
argminz Z | X —Ui|? (6)

i €T €S;

where k is the number of clusters to be clustered, represents
clusters, and represents the average of the clusters. Each data
can be a set of multidimensional observations. Before data clus-
tering, the algorithm randomly selects a number of data equal
to the number to be clustered from all the data as the initial
cluster center of the various clusters. Afterwards, the distance
between all data and each initial cluster center is calculated, and
the cluster center at the minimum distance is designated as the
cluster. Based on such calculation, each data has its cluster, and
generates a new cluster. When the new cluster is generated, the
average of all data in the cluster is used as the new cluster center
of the cluster. The distances between all data and all new cluster
centers are calculated, and the minimum distance is used for
clustering. This step is repeated until all cluster members have
completed changing, then all the data are clustered. According
to the aforementioned algorithm, the allocation of clusters of
data and the selection of new cluster center are expressed as (7)
and (8).

S =y |z —ul ) < flzy Py @)
(t+1 1 .
U, __|s(-t)\ Z Zj. ®)
? J:JGSI-(”

The K-Means clustering algorithm implemented in the frame-
work takes each data as arecord. The Key in each record contains
fields for a serial number, dimensions, and cluster center num-
ber of the data. The Value contains the fields of data content
and cluster center data. The algorithm runs in the MapReduce
framework, the distances to all cluster centers are calculated
in the Map stage, and the cluster center at the minimum dis-
tance is selected to update the cluster center number of the Key.
Records with the same cluster center number in all Key val-
ues are sequenced in the Group stage. Finally, the new cluster
centers of all the clusters are recalculated in the Reduce stage,
and the cluster center data field bit Value in the corresponding
record is updated. The clustering of all data can be completed
by repeating the aforesaid steps.

The Bayesian Theorem is used to calculate the conditional
probability of events, the prior probability, e.g., P(B) and the
conditional probability, e.g., P(B|S,) of relationship between
variables S and B must be used. If, in an event B, the probable
cases are turned into several repulsive parts, S1, So,...... Sy,
the posterior probability can be obtained using the inference
algorithm proposed by the Bayesian Theorem. The calculation
method of Bayesian inference is expressed, as follows:

P(BNS,) __ P(BIS,)P(S,)

PEIB==pm =T, rEs)PE)

where B is the set of actions sensed by various sensors, .S is the
event of an accidental fall, and the relative urgency correlation
can be worked out by Bayesian inference.
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When the numerical value of the Bayesian inference is ob-
tained, the relative urgency correlation can be converted into
absolute urgency correlation using the correlation coefficient.
At this point, the correlation coefficient theory for measuring
the common changes of two variables can be used. It is usually
used to analyze the relevance and similarities between files. Any
file may be given its serial eigenvalues, and the serial eigenval-
ues are the eigenvectors of the file. According to the definition
of the similarity integral correlation can be expressed as (10).

corr(X,Y)| = LX - X)W V) (10)
VI(X - X)P(Y - V)

The general correlation coefficient is expressed as
corr(X,Y). In order to determine the urgent correlation be-
tween S and S5, the X and Y in the equation are substituted
in the Bayesian inference probability values of S; and S5, re-
spectively, and are the average Bayesian inference probability
values. In fact, the correlation coefficient measures the linear
correlation between two random variables, namely, the closer
the value of |corr(X,Y)| to 1, the higher the linear correla-
tion between X and Y. On the contrary, the closer the value of
|corr(X, Y| to 0, the lower the linear correlation between them.

B. Implement Action Recurrence Application in Cloud
Computing

This study uses the openGL architecture to simulate the mo-
tions of the body. OpenGL is a specification defining a cross-
program language and cross-platform application programming
interface. It is used to generate 2-D and 3-D images. This inter-
face consists of approximately 350 function calls, for drawing
complex 3-D scenes from simple graphics bits. OpenGL is used
in cloud environments, and the mobile device is openGL Es. The
overall architecture is displayed on the mobile device according
to the Android Graphics Architecture. As the action data for
action recurrence have dependence, this study divides the data
into seven groups, as shown in the following table. The recon-
struction of a fall process consists of two major parts. One is
the construction of the body, which is divided into various body
parts according to the parts that can be represented by sensors.
The other one is process reconstruction, where the bones and
joints of the skeleton are integrated with the data of sensors on
the body to calculate the skeletal actions, thus, retrieving body
fall postures.

The human body has many complex and specific bones; how-
ever, as the sensors fixed to the body are limited, in order to reach
precise posture recurrence, the first step of posture recurrence
is to simplify the skeleton. It is necessary to create a simple
human skeleton that will not influence posture recurrence, and
allow the retrieval of a fall process according to the sensor data.
The degree of simulation is determined by the number of sen-
sors. Based on the recurrence of most body actions in this study,
the human skeleton can be reduced to 22 parts, as shown in
Fig. 5.

In this section, we discuss how to use the data of six sensors
to calculate the action tracks of the 22 parts of the body. The
positive and reverse movements of the bones of various areas are

Fig. 5.

Structure of human body skeleton.

calculated to obtain the effect of skeletal movement. As the cal-
culation of positive movement and reverse movement is based on
the positions of joints, the sensors shall be mounted at the joints.
According to the skeletal partition, as sensors are mounted,
the six nodes have detailed spatial location information,
thus, it is unnecessary to use positive or reverse movement equa-
tions to calculate spatial location. Therefore, these points can be
regarded as fixed points that are free from the effect of motion
equations. In other words, the six points are the static joints
of motion calculation, and their positions are influenced only
by sensor information. The motions of static joints are deter-
mined by sensor information, while the motion information of
nonstatic points is obtained by positive movement and reverse
movement equations. According to the hierarchical structure
of the skeleton, positive movement influences all the subnodes
of the motion nodes. N, is the subnode of Ny, and N; is the
subnode of Ny, P,, Py, and P, are joints of No, Ny, and N,
respectively. If Py is a static node in space, it is observed that
the motion of joint P; will influence joint P, and not joint F.

In terms of the six subareas of the skeleton, the parts using
positive movements are in the bottommost static node, i.e., from
the hands and feet to the bottom of the hierarchical structure of
the skeleton; while the motion mode is a hollow that represents
a nonstatic point, and solid represents a static point, i.e., the
point with sensor information. In terms of the computing mode
of positive movements, as based on the example, if there are
three bone nodes, which are Nodey, Node;, and Nodes, the
joints are Py, P, P», and P5. The bone lengths are Lq,L-, and
L3. When Nodel shifts and rotates, it influences Node, joints
P, and Pj. If the Node; translation distance vector is d, and the
rotation angle is 0, then (x1, y1, 21 ) are the coordinates of P; , the
coordinates of joint P, are (29,42, 22 ), Where the components
of dto x, y, and z axes are the rotational components of at Euler
angle on z, y, and z axes.

Regarding the reverse movements of the skeleton, according
to the hierarchical structure of the skeleton, the joints of the
parent node are influenced. For example, the motion mode is
as shown in Fig. 6. Where N, is the subnode of Ny, IV; is the
subnode of Ny, and P, P;, and F are the joints of N9, N1, and
Ny, respectively. If P, is a static node in space, it is observed
that the joint P, shifts left, directly influencing the position of
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Fig. 6.

Forward movement of human body skeleton.

joint P, and the axial direction of the parent node. When the
skeleton is divided into six areas to simplify the calculations
of the processing motion, the parts requiring reverse movement
calculation are reduced. The migration of the static endpoint
is calculated by sensor. The bone that requires calculation by
reverse movement is between the static nodes, and there must
be more than one joint between two static nodes. According to
the constructed skeleton, only the upper part of the arm meets
this condition. It is found that the final position of the left clavi-
cle nonstatic joint shall be calculated by reverse movement, due
to the migration of the left humerus. The reverse movement of
the clavicle shall be calculated as the left hand shifts left. This
system determines the mathematical unit of theaforementioned
seven major data groups according to the work allocation mod-
ule, and calculates the position units of the human body. Finally,
the results are transmitted to a mobile device, and the overall
result is drawn according to this computed result. The overall
computing result can be transmitted to the cloud environment
for drawing, the action reconstruction can then be displayed on
any device not supported by the openGL in streaming mode.

C. Experimental Data

Based on the research data, this fall detection application
is experimented upon according to the quantity of sensors,
and the effectiveness of cloud-based collaborative computing is
analyzed.

1) Fall Detection in Different Motion States: This experi-
ment aims at the influence of different sensor combinations on
the fall recognition of two algorithms. The K-Means algorithm
is a simple cluster center combination, and its recognition rate
is not obvious. Bayesian inference has obvious accidental fall
inference according to the combination of footstep and waist.
This study uses seven sets of sensing devices for 3-D human
body simulation.

Based on the aforementioned cluster states of various actions,
in testing for fall detection, the fall states are divided into falls
while walking, running, resting, and on stairs. Ten persons are
tested, and ten groups of data in each state for each person are
obtained. The detection results are as shown in Fig. 7, and fall
detection results are discussed below. In the case of walking, as
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Fig. 7. Fall detection with different sensor set.
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Fig. 8. Fall detection with different motion.

the body and feet move at a stable frequency, and the speed is
low, the kinematic trajectory points are uniformly distributed.
The population is extensive, the probability of misrecognition
of an action change is low, and the body is hardly to have high
acceleration and instant high acceleration variation. Therefore,
when a fall or collision occurs, a high acceleration change can
be obviously detected. It is a motion with a high success ratio
in fall detection. The action trajectory population distribution of
running inclines to a dense large population and some disper-
sive small populations, as a fall often occurs due to off balance
resulted during stepping, e.g., slip or stumble. However, if a fall
occurs when the feet are not stepping on the ground, namely,
both feet are off the ground, the misrecognition probability of
fall detection increases with the number of dispersive small pop-
ulations. In a stationary state, the kinematic trajectory clustering
result is almost a stably distributed population, and the body has
no acceleration or acceleration changes. When an accidental fall
occurs, the change in motion can be identified easily through
populations or the high acceleration of the body. Therefore, there
will be few misrecognitions in fall detection as shown in Fig. 8.
The case of stairs is similar to a slope, as the regional distribu-
tion between the steps of a kinematic trajectory is more uniform.
In addition, due to landform, stairs with steps at a fixed length
force one to walk the height and length of each step each time,
thus, the overall region of the kinematic trajectory converges in
several regions, relatively increasing fall detection accuracy.
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2) Influence of Distributed Collaborative Computing on
Computing Effectiveness: The influence of different work al-
location models on overall effectiveness is experimentized, and
the overall experimental data are shown in Fig. 9. According to
the results, the RR algorithm has the minimum influence on the
increase in overall effectiveness. The CPU usage algorithm and
RR can effectively increase the overall speed. The GA aims at
the influence of effective generation, while overlong generation
prolongs the overall computing time, thus, reducing effective-
ness. In terms of the effect of different allocation algorithms
and recognition algorithms on the power consumption of mo-
bile devices, the results are as shown in Fig. 9. It is observed that
although various algorithm result in different power consump-
tions, the collaborative computing work platform can effectively
reduce the power consumption of mobile devices for switching
on a wireless network and frequent data transmission. The cloud
environment can bear partial work units to reduce the require-
ments for the operations of overall mobile devices.

V. CONCLUSION

This study proposed an intermediary collaborative framework
of cloud and WBSN, and applies it to fall detection and 3-D ac-
tion reconstruction environments. The module is easily worn
by users in order to measure the body motion state, which is
transmitted to mobile devices via wireless transmission module,
thus, users can watch the accidental fall sensing and simulated
actions on their mobile devices. The intermediary collaborative
framework implements collaborative computing of sensed data
and cloud computing according to the number of sensors and
the mathematical capability of WBSN, thus, avoiding the trans-
mission of mass data, resulting in the power consumption of
mobile devices and loss of network bandwidth. This study im-
plements several work allocation models and the application of
cloud Mapreduce works to fall detection and body reconstruc-
tion simulation operations. This design can effectively increase
overall computing effectiveness and reduce the power consump-
tion of mobile devices, and therefore, can implement ubiquitous
sensing services.
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